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L2-Gain Optimization for Linear Systems

Consider: ẋ = Ax

Assume that the origin is exponentially stable

Then, for Q > 0 there exists P > 0 satisfying

ATP + PA = −Q (Lyapunov equation)

For V (x) = xTPx (Lyapunov function) it holds that

V̇ (x) = xT (ATP + PA)x = −xTQx < 0, x ̸= 0.

We note that:
The inequality of the decrease is important not the
equality of the Lyapunov equation

⇝ For given A, consider the linear matrix inequality (LMI)

0 < P

ATP + PA < 0

Advantage: Q is a degree of freedom

“Optimal” Q and P can be obtained

LMI (as convex optimization problem):

min
P, k

k

subject to 0 < k

0 < P − αI

0 > P − (k + α)I

0 > ATP + PA.
Here:

α > 0 to ensure that P is not arbitrarily small

Third constraint to ensure that P is not arbitrarily large
Toolboxes in Matlab:

CVX, SOSTOOLS, YALMIP
Approximation: (ε > 0)

min
P, k

k

subject to 0 ≤ k

0 ≤ P − αI − εI

0 ≥ P − (k + α)I + εI

0 ≥ ATP + PA+ εI
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Asymptotic Stability and L2-Gain Optimization

Consider:

ẋ = Ax+ Ew

z = Cx+ Fw.

0-GAS: (internal stability)
If 0 is globally asymptotically stable for w = 0, then
the system is called 0-GAS

⇝ If A is Hurwitz then the origin is 0-GAS

Recall: For A Hurwitz, Q = −2I, P > 0 solution of the Lyap.
equation, V (x) = xTPx, we can derive

V̇ (x) ≤ −xT x+ γ2wTw, γ = ∥PE∥

Rearranging terms and integrating (with x(0) = 0) yields

∥x∥2L2[0,t)
≤

∫ t

0
x(τ)T x(τ)dτ + V (x(t))

≤ γ2

∫ t

0
w(τ)Tw(τ)dτ = γ2∥w∥2L2[0,t)

.

Slight modification: Suppose we can find P > 0, so that

V̇ (x) = xT (ATP + PA)x+ 2xTPEw

< −γ
(

1
γ2 z

T z − wTw
)
, ∀ (x,w) ̸= 0

Then we can show that this guarantees

0-GAS (since V̇ (x) < 0 ∀x ̸= 0)

an L2-gain bound of γ > 0 from w to output z; i.e.,

∥z∥L2[0,t) ≤ γ∥w∥L2[0,t)

The bound again follows by integrating (and x(0) = 0):

1
γ

∫ t

0
zT (τ)z(τ)dτ + V (x(t)) ≤ γ

∫ t

0
wT (τ)w(τ)dτ

⇝ Can we compute P > 0 and γ > 0 by solving an LMI?

Starting point:

xT (ATP + PA)x+ 2xTPEw + 1
γ
zT z − γwTw < 0
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Asymptotic Stability and L2-Gain Optimization

Starting point:

xT (ATP + PA)x+ 2xTPEw + 1
γ
zT z − γwTw < 0

xT (ATP + PA+ 1
γ
CTC)x+ 2xT (PE + 1

γ
CTF )w + γwTFTFw < 0[

x
w

]T ([
ATP + PA PE

ETP −γI

]
+

1

γ

[
CT

FT

] [
C F

]) [
x
w

]
< 0

In terms of definite matrices (0 < P and):[
ATP + PA PE

ETP −γI

]
+

1

γ

[
CT

FT

] [
C F

]
< 0 (1)

Here, take R = −γ, S =
[

C F
]

and Q as the leftmost matrix.

Then, (1) is equivalent to ATP + PA PE CT

ETP −γI FT

C F −γI

 < 0

Note that:
For γ > 0, fixed we know how to solve
the LMI to obtain P

However, we would like to minimize
γ > 0

The inequality is not linear in γ

Lemma (Schur Complement)

Let Q ∈ Sr and R ∈ Sq for r, q ∈ N and let
S ∈ Rr×q . Then the matrix condition[

Q S
ST R

]
< 0

is equivalent to the matrix conditions

R < 0

Q− SR−1ST < 0.
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LMI Based Controller and Antiwindup Designs

P

C

sat(u)

z

y

w

Plant & Controller:

P :

 ẋp = Apxp +Bp sat(u) +Bww
y = Cp,yxp +Dp,yw
z = Cp,zxp +Dp,zw

C :

{
ẋc = Acxc +Bcy
u = Ccxc +Dc,yy

Compact representation: (x = [xT
p , xT

c ]T ∈ Rn) A B E
C D F
K L G

 =

 Ap +BpDc,yCp,y BpCc −Bp BpDc,yDp,y +Bw

BcCp,y Ac 0 BcDp,y

Cp,z 0 0 Dp,z

Dc,yCp,y Cc 0 Dc,yDp,y

 ẋ = Ax+Bq + Ew
z = Cx+Dq + Fw
u = Kx+ Lq +Gw
q = u− sat(u)
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Introduction to Nonlinear Control: Stability, control design, and estimation

Part I: Dynamical Systems

1. Nonlinear Systems -
Fundamentals & Examples

2. Nonlinear Systems - Stability
Notions

3. Linear Systems and Linearization

4. Frequency Domain Analysis

5. Discrete Time Systems

6. Absolute Stability

7. Input-to-State Stability

Part II: Controller Design

8. LMI Based Controller and
Antiwindup Designs

9. Control Lyapunov Functions

10. Sliding Mode Control

11. Adaptive Control

12. Introduction to Differential
Geometric Methods

13. Output Regulation

14. Optimal Control

15. Model Predictive Control

Part III: Observer Design & Estimation
16. Observer Design for Linear

Systems

17. Extended & Unscented Kalman
Filter & Moving Horizon
Estimation

18. Observer Design for Nonlinear
Systems
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